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Resumo

Este artigo examina a interse¢do entre o Direito e a Inteligéncia Artificial (IA), analisando os
impactos das regulamentacdes emergentes sobre suas aplicagdes praticas. O estudo destaca o
exemplo brasileiro, investigando as propostas legislativas existentes, € compara com as inicia-

tivas regulatorias da Unido Europeia (UE). A pesquisa qualitativa e exploratoria baseia-se em

documentos normativos nacionais e internacionais, revelando a necessidade de adaptar os tex-
tos legais ao avango constante da tecnologia. O trabalho conclui pela relevancia de regras claras
e pragmaticas que conciliem inovac¢do e protecdo de direitos fundamentais.

Palavras-chave: inteligéncia artificial; regulamenta¢ao; Brasil; Unido Europeia; projetos de lei.

Abstract

This article examines the intersection between Law and Artificial Intelligence (A1), analyzing the
impacts of new regulations in situations in which they are applied. The study highlights the Bra-
zilian example, investigating existing legislative proposals, and compares them with European
Union (EU) regulatory initiatives. The qualitative and exploratory research is based on national
and international normative documents, revealing the need to adapt legal texts to the constant im-
provement of technology. The work reaches the conclusion in the sense that clear and pragmatic
rules that reconcile innovation with the protection of fundamental rights are essential.

Keywords: artificial intelligence,; regulation, Brazil; European Union, bills.

Introduciao

A crescente capacidade de coleta, processamento e uso de dados tem gerado transforma-
coes significativas na sociedade contemporanea. A Inteligéncia Artificial (IA) emerge como um
componente central desse cenario, oferecendo solucdes para a otimizagdo de tarefas rotineiras,
a automacao de processos e a melhoria de servigos em diversas areas, como saude, transporte
e justica.

No entanto, o uso de tecnologias baseadas em IA também levanta preocupacdes, como
a transparéncia em processos decisorios automatizados, os riscos de discriminagdo algoritmica
e a necessidade de atribuicdo clara de responsabilidades. Nesse contexto, a regulamentagdo da
IA surge como um desafio e uma prioridade global, exigindo abordagens equilibradas que pro-
movam a inovacgao e protejam os direitos fundamentais.

Para explorar as maneiras como os recursos da Inteligéncia Artificial podem ser utili-
zados e compreender os possiveis impactos da criagdo de normas regulatorias, sera conduzida
uma pesquisa de carater exploratorio. Posteriormente, com base em uma abordagem qualitati-
va, serdo analisados documentos da Unido Europeia (UE) que apresentam medidas e diretrizes

destinadas a orientar o bloco econémico na regulamentacdo do tema. Esses dados servirdo de
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base para uma comparagdo com as propostas legislativas elaboradas no Brasil, utilizando fontes
normativas de alcance nacional e internacional.

Por fim, sera aplicada uma método logico-dedutivo para examinar os projetos de lei em
tramitacdo no Brasil, incluindo os do Senado Federal de n® 5.051/2019 e n°® 5.691/2019, e o Pro-
jeto de Lei n°® 21/2020, da Camara dos Deputados. Essa andlise bibliografica buscara verificar
se as propostas legislativas sdo capazes de atender as demandas impostas pelo avango continuo
dos sistemas de Inteligéncia Artificial. A conclusdo do estudo deve apontar para a necessidade de
adaptar os textos legais de maneira a acompanhar a evolugao tecnoldgica e seus desdobramentos.

Este trabalho analisa os esforcos legislativos voltados para a regulamentagdo da IA no
Brasil, com destaque para o Projeto de Lei n® 21/2020, comparando-os as iniciativas da Unido
Europeia. A pesquisa visa identificar convergéncias, desafios e oportunidades para o desenvol-

vimento de um arcabouco normativo eficaz e adaptavel.
1 Aplicacoes da IA e necessidade de regulacio

A Inteligéncia Artificial tem demonstrado sua versatilidade em diversas areas. Sistemas
especializados t€ém contribuido para a escolha de tratamentos médicos em ambientes com re-
cursos limitados, enquanto redes neurais artificiais auxiliam na engenharia geotécnica, identifi-
cando padrdes e otimizando processos. No campo juridico, a 1A facilita a resolugdo de conflitos
por meio de sistemas automatizados, proporcionando agilidade e eficiéncia.

Por outro lado, a autonomia de sistemas de IA, como no caso de veiculos auténomos,
traz desafios sobre a responsabilizacdo em caso de falhas. Como observam Scherer (2015)
e outros estudiosos, a defini¢cao de culpabilidade em danos causados por agentes autdonomos
permanece incerta, demandando diretrizes claras e especificas. Nesse sentido, a regulacao se
mostra indispensavel para mitigar riscos e evitar abusos, sem inibir o progresso tecnolégico.

Nao hé consenso sobre uma definicao universal para “Inteligéncia Artificial” (IA). No
entanto, para este artigo, a IA sera entendida como o “campo cientifico e tecnoldgico relativa-
mente novo que busca compreender a natureza da inteligéncia utilizando computadores para
produzir comportamentos inteligentes” (tradugdo livre) (Badia, 2001, p. 9).

A TA ¢é amplamente reconhecida por sua capacidade de otimizar e agilizar processos em
diversos setores. Suas aplicagdes abrangem cerca de dezesseis categorias, como teoria da com-
putacdo, raciocinio légico, satisfagdo de restricdes, programacao, comprovacao de teoremas,
vida artificial, redes neurais, revisdo de crengas, compreensao de linguagem natural, mineragao
de dados, aprendizado de maquinas, IA distribuida, representagao do conhecimento, sistemas
especialistas e algoritmos genéricos (Cioffi et a/, 2020).

Cada uma dessas categorias pode impactar significativamente outros campos do conhe-
cimento. Por exemplo, redes neurais artificiais, sistemas que emulam caracteristicas e capaci-
dades das redes neurais bioldgicas, tém a capacidade de reconhecer padrdes, sendo tteis na en-

genharia geotécnica para identificar limites de aterros sanitarios (Mohagheg, 2000; Toll, 1996).
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No setor da saude, a IA também desempenha um papel importante. Sistemas especia-
lizados, que tentam reproduzir a expertise humana em areas especificas (Andrade et al, 2010),
podem ser utilizados em diagndsticos médicos e na escolha de tratamentos, especialmente em
regides com recursos limitados (Wahl et a/, 2018).

Outro avanco significativo proporcionado pela IA ¢ o desenvolvimento de veiculos au-

tonomos, que podem operar sem interven¢ao humana. Um exemplo disso ¢ a Alemanha, que
atualizou a Convengdo sobre Transito Rodovidrio de 1968 para autorizar o uso de sistemas
baseados em IA na condugao de veiculos (Deutschland, 2016).

A aplicagdo da IA também se estende ao ambito juridico. Sistemas multiagentes de IA
tém sido utilizados na Resolu¢do de Disputas Online, sendo descritos como grupos de entida-
des que compreendem o ambiente em que estdo inseridas, tomando decisdes inteligentes para
alcangar seus objetivos (Andrade et al, 2010).

Apesar dos inumeros beneficios que a IA pode oferecer em areas académicas e sociais,
desafios significativos permanecem. Um dos principais € a atribui¢ao de responsabilidades em
casos de danos causados por agentes autdbnomos, como veiculos autdbnomos (Scherer, 2015).
Além disso, regulamentos inadequados ou excessivamente rigidos podem limitar o desenvolvi-
mento da A, prejudicando a pesquisa e restringindo o uso de novos produtos.

Portanto, embora a IA ofereca consideraveis possibilidade de avangos em diversas areas,
¢ essencial que sua regulamentacdo seja projetada para evitar usos maliciosos, sem dificultar
seu desenvolvimento. As normas legais devem considerar as particularidades dessa tecnologia
e abordar questdes potenciais de maneira pragmatica. Reconhecendo essas complexidades, este
trabalho analisa as disposi¢des adotadas pela Unido Europeia em relagdo a IA, bem como a

regulamenta¢ao emergente no Brasil.
2 Regulacao da IA na Unido Europeia

A Unido Europeia tem se destacado como pioneira na regulamentacao da IA reconhe-
cendo a necessidade de uma abordagem baseada em principios éticos e centrados no ser huma-
no. A Comunicacio sobre IA para a Europa (2018) propds estratégias como a integracao da
IA no Mercado Unico Digital e investimentos em centros de exceléncia tecnolégica. Posterior-
mente, o Livro Branco sobre IA (2020) consolidou diretrizes voltadas para a supervisao ¢ a
transparéncia em sistemas automatizados.

O Artificial Intelligence Act, em processo de aprovacdo, classifica sistemas de A por
niveis de risco, estabelecendo requisitos proporcionais para seu uso. Essa abordagem busca
harmonizar a inovagdo com a prote¢ao dos direitos fundamentais, servindo como referéncia
para outros paises.

A regulamentacao inadequada ou pouco precisa pode representar um obstaculo signifi-
cativo para a utilizacao eficaz da Inteligéncia Artificial (IA). Consciente desse desafio, a Unido
Europeia (UE) tem se antecipado ao apresentar medidas e diretrizes voltadas para o uso atual e

futuro da IA em suas atividades econOmicas e sociais.
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Em 2018, a Comissdo Europeia encaminhou uma comunicacio sobre IA as autorida-
des competentes no bloco economico. Este documento estabeleceu estratégias cruciais para

a implementacdo eficiente de tecnologias de 1A, destacando iniciativas como a integragdo ao

4

e a alocagdo de um investimento anual de aproximadamente 500 milhdes de euros no periodo '

Mercado Unico Digital, a promogio de centros de exceléncia em IA espalhados pela Europa

de 2018 a 2020. Essas ac¢des foram estruturadas com o objetivo de aumentar a competitividade
econdmica, aprimorar os servigos publicos e privados e promover o bem-estar social, integran-
do os cidadaos europeus (European Commission, 2018). Tais iniciativas sdo consideradas fun-
damentais, pois fornecem as bases para o desenvolvimento de um arcabougo regulatorio claro
e operacional.

Adicionalmente, o documento abordou a necessidade de criar um quadro juridico e ético
robusto para a IA, com ateng@o especial as garantias previstas na Carta dos Direitos Fundamen-
tais da Unido Europeia (European Commission, 2018). Embora a estrutura juridica completa
ainda ndo tenha sido finalizada, a Comissao indicou que analises detalhadas seriam realizadas
para enfrentar os desafios emergentes e definir regras claras de responsabilidade no uso de
novas tecnologias. Isso demonstra o compromisso continuo da UE em encontrar solugdes para
regulamentar a IA de forma eficiente.

Em continuidade a essas ac¢des, a Comissdo Europeia langou, em 2020, o Livro Branco
sobre Inteligéncia Artificial, que apresenta propostas politicas destinadas a impulsionar o uso da
IA e mitigar os riscos associados a suas aplicagdes especificas (European Commission, 2020).
Este documento reafirma varias iniciativas estabelecidas na comunicagao de 2018 ¢ introduz
seis medidas principais para otimizar a utilizacdo da IA, enfatizando a centralidade humana e
a supervisao como pilares essenciais para o funcionamento seguro e eficaz dos sistemas de IA.

Essas diretrizes mostram-se bem estruturadas e capazes de estabelecer um ecossistema
confidvel, desde que sejam detalhadas e incorporadas a legislacdo subsequente. Muitos dos
principios e diretrizes delineados no Livro Branco sio, inclusive, alinhados com praticas adota-
das por outros paises, ponto que serd abordado na andlise das iniciativas regulatorias emergen-

tes no Brasil, no capitulo a seguir.
3 Marcos regulatorios no Brasil
3.1. Histoérico e desenvolvimento institucional da regulagao de 1A no Brasil

A evolugdo da inteligéncia artificial no Brasil, embora presente desde as primeiras ini-
ciativas universitarias nas décadas de 1960 e 1970, adquiriu relevancia juridico-regulatoria ape-
nas nas duas ultimas décadas. A maturagao da computacao de alta performance, o uso crescente
de algoritmos em politicas publicas e o avango de tecnologias baseadas em aprendizado de
maquina criaram um ambiente em que decisdes automatizadas passaram a impactar diretamente
direitos fundamentais. Nesse contexto, a necessidade de instrumentos normativos especificos

tornou-se evidente.
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O marco inicial da regulagdo tecnoldgica no pais foi a Lei Geral de Protecdo de Dados
Pessoais (LGPD), promulgada em 2018. A LGPD introduziu, no art. 20, o direito a revisdo de
decisdes automatizadas, representando o primeiro dispositivo brasileiro que reconhece juridi-
camente o impacto de sistemas algoritmicos na esfera individual. Entretanto, como observa
Dourado (2022), a LGPD “¢ ponto de partida, mas ndo ponto de chegada” no que se refere a
governanga da IA, pois ndo abrange elementos essenciais como avaliacdo de impacto algorit-
mico, transparéncia técnica e governanc¢a de modelos complexos.

Além disso, a publicagdo da Estratégia Brasileira de Inteligéncia Artificial (EBIA),
em 2021, representou avango institucional ao estabelecer diretrizes governamentais para inova-
¢do, ética, governanga e regulacdo. Contudo, estudos como o de lasulaitis (2021) demonstram
que, embora a EBIA identifique eixos estratégicos, seu carater ¢ programatico € ndo normativo,
carecendo de operacionalizagdo em politicas publicas vinculantes.

Assim, a trajetdria brasileira revela solidez cientifica, mas fragilidade juridico-regu-
latoria. O pais consolidou institui¢des e pesquisas relevantes, porém ainda nao estruturou um

marco normativo especifico capaz de enfrentar os desafios da IA contemporanea.
3.2 Iniciativas regulatdrias no campo da [A

O debate legislativo brasileiro sobre a regulagdo da inteligéncia artificial ganhou den-
sidade a partir de 2019, quando surgiram as primeiras propostas de normatizagdo especifica no
Congresso Nacional. Os Projetos de Lei n° 5.051/2019 e n°® 5.691/2019, apesar de pioneiros ao
tematizarem a IA no ordenamento juridico, possuiam carater excessivamente principiologico e
pouca aderéncia as necessidades técnicas da regulacao contemporanea, motivo pelo qual foram
posteriormente arquivados. Como observam Richter e Emmanouilidis (2024), ambas as propos-
tas refletiam um momento inicial do debate nacional, ainda distante da sofistica¢ao regulatéria
observada em modelos internacionais € sem incorporar instrumentos centrais a governanca al-
goritmica, como avaliagcdo de risco, mecanismos de rastreabilidade ou auditoria independente.

O Projeto de Lei n° 21/2020 consolidou-se como a principal iniciativa legislativa em
tramitagdo no Brasil. Ele representa um avanco importante ao estabelecer definigdes basicas
sobre sistemas de A, agentes envolvidos e principios gerais de desenvolvimento, implementa-
¢ao e uso. Contudo, a doutrina nacional tem sido unanime em apontar insuficiéncias estruturais
no texto. Barroso (2024) destaca que o PL, embora relevante como esforg¢o inicial, ainda nao
se alinha plenamente as demandas juridicas decorrentes da complexidade técnica dos sistemas
algoritmicos contemporaneos, especialmente no tocante a transparéncia e a explicabilidade das
decisoes automatizadas. Na mesma linha, Dourado (2022) afirma que o projeto nao dialoga de
maneira adequada com os desafios gerados por modelos de aprendizagem profunda, que exi-
gem padrdes mais rigorosos de governanga sobre dados, decisdes e riscos.

As criticas da literatura juridica brasileira concentram-se especialmente na auséncia de
uma abordagem baseada em risco, elemento j& consagrado nos modelos internacionais mais de-

senvolvidos. Sem essa estrutura, o PL n° 21/2020 nao distingue sistemas de alto impacto — como
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aqueles utilizados em saude, crédito ou seguranga publica — de aplicagdes de baixo risco, o que
compromete a proporcionalidade das obrigagdes regulatorias. Além disso, o texto confere trata-
mento genérico a supervisdo humana, deixando de especificar seu papel, momento de atuagdo,
qualificagdo técnica ou limites de responsabilidade. Para Barroso (2024), essa indefini¢do com-
promete a efetividade do controle humano sobre sistemas altamente automatizados, especialmente

em contextos nos quais decisdes algoritmicas podem gerar consequéncias juridicas significativas.

Outro ponto sensivel reside no regime de responsabilidade civil. O PL n°® 21/2020 man-
tém a logica tradicional centrada exclusivamente na acdo humana direta, sem considerar as
zonas de indeterminacao técnica criadas pela autonomia funcional dos sistemas de IA. Nohara
(2024) enfatiza que decisdes derivadas de algoritmos complexos demandam modelos de respon-
sabilizacdo mais sofisticados, capazes de lidar com falhas estatisticas, assimetrias informacio-
nais e comportamentos emergentes. Nesse sentido, a auséncia de previsao de responsabilidade
objetiva, seguros obrigatorios ou responsabilidade compartilhada entre desenvolvedores, ope-
radores e implementadores revela fragilidade do projeto frente as exigéncias contemporaneas.

Como observa a literatura nacional mais recente, o PL também carece de mecanismos
robustos de governanca algoritmica. Nao ha previsdo clara de auditorias independentes, docu-
mentagdo técnica completa, registro do ciclo de vida dos sistemas ou avaliacdo de impacto algo-
ritmico — instrumentos indispenséaveis para garantir accountability e transparéncia (Dourado,
2022; Richter & Emmanouilidis, 2024). A integracdo com a LGPD ocorre de modo superficial,
limitando-se a referéncias genéricas a protecdo de dados, sem harmonizagdo concreta com di-
reitos como o de revisdo de decisdes automatizadas ou com obrigagdes como a elaboragdo de
Relatérios de Impacto a Protecdo de Dados (RIPD).

Assim, embora o Projeto de Lei n° 21/2020 represente marco importante no debate
legislativo brasileiro, ele ainda ndo incorpora os elementos estruturais necessarios para a regu-
lacdo adequada de sistemas de inteligéncia artificial. A auséncia de critérios de risco, de super-
visdo técnica qualificada, de mecanismos de governanca, de articulagdo plena com a LGPD e de
um modelo de responsabilidade civil adaptado a realidade algoritmica demonstra que o Brasil
permanece em fase de amadurecimento normativo. A literatura especializada conclui que o pais
precisa evoluir de um modelo predominantemente principioldgico para um arcabougo densa-
mente técnico e operacional, capaz de oferecer seguranca juridica e protecdo eficaz de direitos

fundamentais em um cendrio crescentemente digital.
3.3. Lacunas estruturais do marco regulatdrio brasileiro

A analise das propostas legislativas brasileiras evidencia que o pais reconhece a im-
portancia de regular a inteligéncia artificial, mas ainda ndo dispde de um arcabougo normativo
capaz de enfrentar adequadamente os desafios técnicos, juridicos e éticos associados a sistemas
algoritmicos complexos.

As lacunas estruturais do modelo brasileiro tornam-se particularmente visiveis quando

comparadas as exigéncias estabelecidas pela literatura especializada e as experiéncias regulato-
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rias internacionais mais maduras. Um dos problemas mais recorrentes apontados pela doutrina
¢ a auséncia de uma abordagem baseada em risco. A regulacdo brasileira ainda ndo distingue

sistemas de alto impacto — como aqueles utilizados em saude, seguranca publica, andlise de

4

criagdo de obrigagdes proporcionais e adequadas ao potencial de dano de cada aplicagdo. Como '

crédito ou tomada de decisdes administrativas — de sistemas de baixo risco, o que inviabiliza a

observa Dourado (2022), qualquer regulagdo contemporanea de IA precisa adotar o risco como
métrica central para definir responsabilidades, niveis de supervisdo e exigéncias técnicas, espe-
cialmente em ambientes sensiveis onde a assimetria informacional e a opacidade algoritmica
podem prejudicar direitos fundamentais.

Outro ponto critico reside na forma como o PL n°® 21/2020 trata a supervisao humana.
Embora o projeto reconheca a necessidade de manter “interven¢do humana significativa”, nao
explicita como ela deve ocorrer, quem deve exercé-la, qual formagao técnica € necessaria ou em
qual momento do processo decisorio a supervisdo deve se dar.

Essa auséncia de pardmetros compromete a efetividade do controle humano sobre sis-
temas altamente automatizados, especialmente se considerarmos que, em modelos de aprendi-
zado de maquina mais sofisticados, o operador humano pode ndo possuir condi¢des técnicas de
compreender, revisar ou contestar os padrdes inferidos pelo algoritmo. Barroso (2024) ressalta
que a supervisdo humana s6 ¢ eficaz quando estruturada de forma sistemadtica, com delimitacao
clara de competéncias, limites e responsabilidades, sob pena de transformar-se em controle
meramente simbolico.

A responsabilizagdo civil € outro aspecto em que o marco regulatdrio brasileiro ainda
se mostra insuficiente. O modelo proposto mantém uma légica tradicional centrada exclusiva-
mente na a¢do humana direta, sem considerar que sistemas de [A operam com graus variados
de autonomia funcional, criando zonas de indeterminag¢ao técnica que dificultam a identificacao
do nexo causal e da culpa.

Nohara (2024) afirma que ambientes tecnologicos dessa natureza demandam modelos
de responsabilidade hibrida, que combinem responsabilidade objetiva, seguros obrigatorios
e disciplina compartilhada entre desenvolvedores, operadores e implementadores. Ao igno-
rar tais elementos, o PL n° 21/2020 acaba por atribuir ao usudrio final a maior parte do 6nus
decorrente de falhas algoritmicas, o que contraria principios basicos de proporcionalidade e
prevencao de riscos.

As deficiéncias relacionadas a governanga técnica dos sistemas também sdo ampla-
mente debatidas pela literatura nacional. O texto legislativo ndo prevé requisitos minimos de
documentacgao técnica, auditorias independentes, registro do ciclo de vida dos sistemas, testes
de robustez ou mecanismos de rastreabilidade — instrumentos consensualmente reconhecidos
como essenciais para garantir accountability e transparéncia em sistemas algoritmicos comple-
xo0s. Para Dourado (2022), a auséncia de tais instrumentos impede a verificagdo adequada de
vieses, erros de modelagem ou falhas de implementacdo, elementos que podem gerar discrimi-
nacdo, violagdo de direitos e danos materiais. Richter ¢ Emmanouilidis (2024) reforgam que,
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sem auditorias e documentagdo técnica, qualquer modelo regulatorio se torna essencialmente
declaratdrio, sem mecanismos efetivos de fiscaliza¢do ou de responsabilizagao.

Por fim, a integracdo entre o PL n° 21/2020 e a LGPD ocorre de forma superficial. Em-
bora o projeto reconheca a importancia da prote¢do de dados, ele ndo articula plenamente seus

dispositivos com os direitos previstos na LGPD, como o direito a revisdo de decisdes automa-

tizadas e a elaborag@o de Relatdrios de Impacto a Protecao de Dados (RIPD). A harmonizagao
normativa ¢ indispensavel para evitar conflitos entre dispositivos legais e para garantir protecao
efetiva aos titulares de dados em ambientes algoritmicamente mediados. Dourado (2022) des-
taca que a LGPD deve servir como “coluna vertebral” da regulacdo da IA no Brasil, mas isso
exige articulagdo substantiva, e ndo apenas mengdes genéricas a lei.

Diante dessas lacunas, a literatura juridica nacional ¢ consistente ao afirmar que o Brasil
ainda opera em um modelo regulatério embriondrio, centrado em principios gerais e despro-
vido de mecanismos técnico-operacionais de efetividade. A auséncia de critérios de risco, de
supervisdo estruturada, de governanca algoritmica robusta, de responsabilidade civil adaptada
ao nivel de automacao e de integrag¢do plena com a LGPD revela a necessidade de um salto qua-
litativo na elaboracdo normativa. Somente com a superacdo dessas fragilidades serd possivel
consolidar um marco regulatério que ofereca seguranca juridica, transparéncia e protecao eficaz

de direitos fundamentais em um cenario cada vez mais permeado por sistemas automatizados.
4 Brasil e Unido Europeia

A regulacdo da Inteligéncia Artificial (IA) ¢ um tema amplamente debatido, com di-
ferentes jurisdigdes adotando abordagens distintas. A Unido Europeia (UE) tem se destacado
como pioneira em propostas robustas e abrangentes, enquanto o Brasil ainda enfrenta desafios
para consolidar um marco regulatério eficaz.

A estruturagdo normativa ¢ um ponto critico para qualquer regulamentacao de IA. Lu-
ciano Floridi (2021) argumenta que marcos regulatorios devem ser flexiveis o suficiente para
acompanhar a evolucao tecnologica, mas robustos para proteger os direitos fundamentais. Esse
modelo reflete o compromisso da UE com a transparéncia e a protecao de direitos fundamen-
tais, conforme destacado por Dignum (2020), que enfatiza a necessidade de um design ético e
responsavel para sistemas de 1A.

O Brasil, por sua vez, apresenta um cenario fragmentado. Os Projetos de Lei n°
5051/2019 e 5691/2019 estabelecem principios gerais, como a supervisao humana e a prote-
¢do de dados, mas carecem de operacionalidade e detalhamento técnico. O Projeto de Lei n°
21/2020 representa um avanco, ao introduzir conceitos como “sistemas de IA” e “ciclo de vida
daIA”. No entanto, como aponta Scherer (2019), a falta de uma abordagem estruturada baseada
em riscos limita a eficicia desses marcos.

A supervisdo ¢ essencial para garantir o cumprimento das normas e a confiabilidade dos
sistemas de IA. Hildebrandt (2020) ressalta que a fiscalizagcdo deve ser adaptavel e especializa-

da, com capacidade para lidar com a complexidade dos sistemas tecnologicos. A UE conta com
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uma infraestrutura bem definida, incluindo 6rgaos especializados e diretrizes complementares,
como o Regulamento Geral de Protecdo de Dados (GDPR). A supervisdo € robusta, garan-
tindo a conformidade técnica e ética dos sistemas. No Brasil, a supervisdo ainda ¢ incipiente.
Embora a Agéncia Nacional de Protecdo de Dados (ANPD) desempenhe um papel relevante
no contexto da LGPD, ndo hd uma autoridade especifica para IA. Essa auséncia compromete a
implementag¢ao pratica das normas propostas.

A atribui¢ao de responsabilidade ¢ um dos maiores desafios na regulacdo de IA, es-
pecialmente em casos de danos causados por sistemas autonomos. Mittelstadt et al. (2019)
apontam que a responsabilidade compartilhada entre desenvolvedores, operadores e usudrios
¢ fundamental para garantir justica e transparéncia. A UE adota uma abordagem inovadora,
considerando a responsabilidade coletiva entre os diversos agentes envolvidos no ciclo de vida
dos sistemas de IA. Além disso, a proposta de seguros obrigatorios para sistemas de alto risco
reflete a preocupag@o com a protegdo dos cidaddos. O PL n°® 21/2020 atribui responsabilidade
exclusivamente aos agentes humanos, como desenvolvedores e operadores. Essa abordagem,
embora pratica no curto prazo, ignora a crescente autonomia dos sistemas e pode gerar lacunas
legais em situagcdes mais complexas.

Nesse espeque, a Unido Europeia destaca-se pela robustez de seu marco regulatorio, que
combina seguranga juridica, inovagdo tecnologica e protecdo ética. Em contrapartida, o Brasil
enfrenta desafios relacionados a fragmenta¢do normativa, a auséncia de uma autoridade regula-

dora especializada e a falta de incentivos concretos para pesquisa € desenvolvimento.
Consideracoes finais

A Inteligéncia Artificial apresenta oportunidades sem precedentes, mas também deman-
da atencdo regulatdria para evitar abusos e garantir que seus beneficios sejam amplamente
distribuidos. Este artigo destacou as iniciativas legislativas no Brasil e na Unido Europeia,
evidenciando a necessidade de marcos normativos claros, adaptaveis e alinhados as demandas
¢ticas contemporaneas.

Enquanto o Brasil avanca em suas propostas legislativas, ¢ essencial aprender com ex-
periéncias internacionais, como as da Unido Europeia, para desenvolver um modelo regulatorio
robusto e eficaz. A criagdo de normas que harmonizem inovagdo com seguranga juridica sera
crucial para o futuro da IA no Brasil € no mundo.

Os resultados da pesquisa exploratéria desenvolvida neste artigo destacaram a inevita-
bilidade e a relevancia da utilizagao da IA, especialmente em um contexto global que prioriza a
inovacao responsavel. A analise qualitativa revelou tendéncias internacionais de regulamentagao
que enfatizam a centralidade do ser humano, a gestao adequada de dados e o respeito aos direitos
fundamentais consagrados nos sistemas juridicos. Esses aspectos foram identificados por meio
do estudo de documentos da Unido Europeia, que tratam de diretrizes futuras para o uso da IA no
bloco, bem como pela avaliacdo dos projetos de lei brasileiros que buscam estabelecer normas

especificas para essa tecnologia, integrando fontes normativas nacionais e internacionais.

REVISTA JURIDICA DO MPRO
ISSN 2595-3265
Ano VIl - n° 2 - p. 76 a 87, jan - dez/2025
DOI https://doi.org/10.63043/k6mjvk8]

85



https://doi.org/10.63043/k6mjvk81

Entre os projetos legislativos analisados, o Projeto de Lei n® 21/2020, da Camara dos
Deputados, mostrou-se mais abrangente e consistente, apresentando defini¢des claras e meca-
nismos mais detalhados para a regulamentagdo da IA. Em contrapartida, os projetos do Senado
Federal (n° 5.051/2019 e n°® 5.961/2020) concentram-se em principios amplos, mas carecem de

instrumentos concretos para sua implementacdo. Além disso, ¢ importante notar que os prin-

cipios delineados no PL n° 21/2020 estdo alinhados com as diretrizes estabelecidas no Livro
Branco sobre IA e na Comunicacio sobre IA da Comissdo Europeia.

Apesar de ser o projeto mais estruturado entre os analisados, o PL n® 21/2020 ainda exi-
ge ajustes, especialmente no que se refere a responsabilizagdo pelas a¢des de sistemas autdno-
mos de IA. Considerando os avangos tecnoldgicos e a crescente autonomia dessas ferramentas,
o texto legislativo deve evoluir para abordar adequadamente as implicagdes éticas e juridicas
da tomada de decisdes automatizadas.

Por fim, a pesquisa evidenciou a versatilidade da IA em diversas aplicagdes, como na
medicina (auxiliando na escolha de tratamentos), na engenharia geotécnica (identificagdo de
limites de aterros sanitérios), no direito (facilitando a Resolucao de Disputas Online) e em mui-
tos outros campos. Diante desse cendrio, torna-se imperativo que a regulamentacdo da IA no
Brasil seja cuidadosamente elaborada, buscando equilibrio entre inovacao, prote¢ao de direitos
e responsabilidade.
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